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Abstract

In this paper we present a cooperative coevolutionary model for the evolution of neural network topology and weights, called MOBNET. MOBNET evolves subcomponents that must be combined in order to form a network, instead of whole networks. The problem of assigning credit to the subcomponents is approached as a multi-objective optimization task. The subcomponents in a cooperative coevolutionary model must fulfill different criteria to be useful, these criteria usually conflict with each other. The problem of evaluating the fitness on an individual based on many criteria that must be optimized together can be approached as a multi-criteria optimization problems, so the methods from multi-objective optimization offer the most natural way to solve the problem.

In this work we show how using several objectives for every subcomponent and evaluating its fitness as a multi-objective optimization problem, the performance of the model is highly competitive. MOBNET is compared with several standard methods of classification and with other neural network models in solving four real-world problems, and it shows the best overall performance of all classification methods applied. It also produces smaller networks when compared to other models.

The basic idea underlying MOBNET is extensible to a more general model of coevolutionary computation, as none of its features are exclusive of neural networks design. There are many applications of cooperative coevolution that could benefit from the multi-objective optimization approach proposed in this paper. © 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

The selection of the architecture of a neural network (Haykin, 1994) suitable to solve a given problem is one of the most important aspects of neural network research. It is known that a network smaller than needed would be unable to learn, and a network larger than needed would probably end in over-training.

The problem of finding a suitable architecture and the corresponding weights of the network is a very complex task (for a very interesting review of the matter the reader can consult Yao (1999)). Although the developed theory assures that a neural network with a hidden layer can approximate any function (Cybenko, 1989; Hornik & Stinchcombe, 1992), there is no information about how to find such network. It has been proved (Judd, 1988; Sima, 1994) that, even if the optimal architecture of a network is known, the problem of finding a set of weights for which the network performs the desired mapping (known as the loading problem) is NP-complete. Based on that theoretical results Blum and Rivest (1992) stated that it is unlikely that any algorithm which simply varies weights on a network of fixed size can learn in polynomial time. Judd (1990) suggested that one of the possibilities to avoid this problem of NP-completeness is to modify the structure of the networks as the learning progresses. Baum (1991) and Baum and Haussler (1989) has given an existence proof that suggests that the dynamic modification of the topology during the learning process can dramatically reduce the training time. So, our model is based on evolving both the topology and the weights of the networks, following those suggestions.

Modular systems are often used in machine learning as an approach for solving complex problems. Moreover, in spite of the fact that small networks are preferred for their better performance, the error surfaces of such networks are...
more rugged and have few good solutions (Shang & Wah, 1996). In addition, there is much neuropsychological evidence showing that certain parts of the brain of humans and other animals, especially for peripheral mechanisms, consist of modules, which are subdivided into identifiable parts, each one with its own purpose and function (Cho & Shimohara, 1998). So, we based our study on the evolution of modular neural networks (Caelli, Guan, & Wen, 1999) as in the last few years modular models have shown to perform better than simple neural network models (Caelli, Squire, & Wild, 1993; Guan, Anderson, & Sutton, 1997; Lin, King, & Lin, 1997).

Evolutionary computation (Goldberg, 1989; Michalewicz, 1994) is a set of global optimization techniques that have been widely used in recent years for training and automatically designing neural networks. Some efforts have been made in designing modular neural networks with these techniques (Yao & Liu, 1997), but almost all of them use some a priori knowledge of the problem to be solved, greatly restricting the area of application of those models (for a very interesting review in modularity on neural networks refer to Caelli et al. (1999)).

Cooperative coevolution (Potter & Jong, 2000) is a recent paradigm in evolutionary computation. The objective of cooperative coevolution is to evolve subcomponents that must cooperate in solving a given task, instead of evolving whole individuals. Some works in this area (Giordana & Neri, 1996; Moriarty & Miikkulainen, 1996; Potter & Jong, 2000) have proved that cooperative coevolution is a promising area for developing solutions for solving complex tasks. Cooperative coevolution provides a natural and simple way to implement modularity, as each subcomponent of a cooperative model could be considered as a module in a neural network topology design environment.

One of the key aspects of cooperative coevolution is the estimation of the fitness of the subcomponents that cooperate to solve a task. This is known as the credit assignment problem. In a standard evolutionary algorithm, the evaluation of the individual is available and the fitness assignment is straightforward. On the other hand, in cooperative coevolution only the whole individual could be evaluated, and no direct evaluation of the subcomponents is available. So it is a very difficult problem to assign each subcomponent a portion of the fitness of the whole individual. Nevertheless, the success of the cooperative model highly depends on this credit assignment. So, our work is focused on the problem of assigning credit to the subcomponents that make up a solution taking into account more than one criterion. Some different solutions have been developed (Giordana & Neri, 1996; Hillis, 1991; Paredis, 1995; Rosin & Belew, 1997), but all these models focus on specific tasks.

The concepts of subcomponent and individual in a cooperative coevolutionary model must be defined so the difference between them is made clear. We will use the following definitions:

**Definition 1 (Subcomponent).** A member of a population or subpopulation that is subject to an evolutionary process and that must be combined with other subcomponents to make up a solution to the given task.

**Definition 2 (Individual).** A member of a population that is subject to an evolutionary process, that is made up of several subcomponents, and constitutes a solution to the given task.

With these definitions it is clear that we can evaluate the performance of an individual; but it is also clear that such evaluation is not possible in a subcomponent.

Some methods have been proposed for the estimation of the fitness of the subcomponents in a cooperative environment. However, most of them focus only on the performance of the whole individuals, disregarding the contribution of each subcomponent to that performance.

In a previous work (García-Pedrajas, Hervás-Martínez, & Muñoz-Pérez, 2001a) we have shown how combining different criteria\(^1\) the assignment of credit to subcomponents could be improved. However, the combination of several criteria to obtain the fitness of each subcomponent has two major problems:

1. The relevance of each criteria must be pondered. This is a complex and time consuming task, involving a long process of trial and error.
2. The ranges of the objectives are different. In many cases if the objectives are not weighted, some of the objectives could be overshadowed by objectives with higher values.

These two problems become more important as more objectives are introduced in the evaluation of the fitness of an individual, preventing the addition of interesting criteria.

On the other hand, if we approach this problem as a multi-objective optimization task, we will benefit from many advantages. First, there is no need to weight the objectives as their relevance and range do not matter any more. Secondly, the solutions based on Pareto optimality guarantee the diversity of the final population. And third, there is an underlying theory applicable to our problem.

Moreover, as the two problems stated above disappear, we can add new objectives to the evaluation of the fitness. So, the use of more objectives allows the designer to apply a priori knowledge in defining the criteria that must fulfill a solution to the problem to be useful. Nevertheless, as the objectives defined in this paper are generic, the absence of any a priori knowledge does not prevent the application of this fitness estimation method.

The principles of multi-objective optimization are quite

---

\(^1\) We will use the term criterion when we refer to a feature that is interesting in a subcomponent, and the term objective as the representation of a criterion in a measurable quantity that can be used in an optimization process.
different from those of single objective optimization. The main goal in a single-objective optimization task is to find the global optimal solution. However, in a multi-objective optimization problem, there is more than one objective function, each of which may have a different individual optimal solution. If there is sufficient difference in the optimal solutions corresponding to different objectives, the objective functions are often known as conflicting to each other.

Multi-objective optimization with such conflicting objective functions gives rise to a set of optimal solutions, instead of one optimal solution, as none of the solutions could be considered to be the best one, because none of them is better than any other with respect to all objective functions. These optimal solutions have a special name—Pareto-optimal solutions.

As the concept of optimality in multi-objective optimization deals with several solutions, we must define some new concepts to characterize a solution to a multi-objective optimization problem.

The basic concept in multi-objective optimization is the concept of domination. Being \( x^0 \) a solution and \( f(x^0) = (f_1(x^0), f_2(x^0), \ldots, f_M(x^0)) \) the evaluation of that solution for every objective, this concept is defined as follows:

**Definition 3 (Domination).** A solution \( x^{(1)} \) is said to dominate another solution \( x^{(2)} \) if both the following conditions are true:

1. The solution \( x^{(1)} \) is no worse than \( x^{(2)} \) in all objectives, that is, \( f_j(x^{(1)}) \leq f_j(x^{(2)}) \) for all \( j = 1, 2, \ldots, M \) objectives, where \( \leq \) denotes worse.
2. The solution \( x^{(1)} \) is strictly better than the solution \( x^{(2)} \) in at least one objective, that is, \( f_j(x^{(1)}) > f_j(x^{(2)}) \) for at least one \( j \in \{1, 2, \ldots, M\} \), where \( > \) denotes better.

Similar to the definitions of local and global optimal solutions in single-objective optimization, the following definitions are their equivalent in multi-objective optimization:

**Definition 4 (Local Pareto-optimal set).** If for every member \( x \) in a set \( P \), there exists no solution \( y \) satisfying \( \|y - x\| < \epsilon \), where \( \epsilon \) is a small positive number, which dominates any member in the set \( P \), then the solutions belonging to the set \( P \) constitute a local Pareto-optimal set.

**Definition 5 (Global Pareto-optimal set).** If there exists no solution in the search space which dominates any member in the set \( P \), then the solutions belonging to the set \( P \) constitute a global Pareto-optimal set.

There are two primary goals that a multi-objective optimization algorithm must achieve:

1. Guide the search towards the global Pareto-optimal region.
2. Maintain the population diversity in the Pareto-optimal front.

Although a discussion about multi-objective evolutionary algorithm is outside the scope of this paper there are many reviews on the matter for the interested reader (Deb, 1999; Fonseca & Flemming, 1995; Zitzler, 1999). Many classical algorithms have been proposed for solving multi-objective problems (Steuer, 1986). However, evolutionary computation offers some interesting features to solve this kind of problems (Deb, 1999).

The multi-objective evolutionary algorithms are based on the concept of non-domination, and almost all of them follow the principles sketched by Goldberg (1989). Among the most successful algorithms are the multi-objective genetic algorithm of Fonseca and Flemming (1993), the niched Pareto genetic algorithm of Horn, Nafpliotis, and Goldberg (Horn, Goldberg, & Deb, 1994), the strength Pareto evolutionary algorithm of Zitzler and Thiele (1998) and the non-dominated sorting genetic algorithm of Srinivas and Deb (1994). The algorithm we have applied is basically an adaptation of the latter to evolutionary programming.

This paper is organized as follows. Section 2 discusses the related work found in the bibliography; Section 3 describes the proposed model, MOBNET; Section 4 explains the application of multi-objective optimization to the problem of fitness estimation; Section 5 shows the experimental results obtained applying MOBNET to real world problems; and finally Section 6 states the conclusions of our work.

## 2. Related work

There are some different methods for estimating the fitness of the subcomponents that make up an individual in cooperative coevolution. For a short review the reader could refer to García-Pedrajas, Hervás-Martínez, Muzhoz-Pérez (submitted). Nevertheless, very few authors have considered the application of multi-objective methods to this estimation. We have not found any work applying multi-objective optimization to cooperative coevolution in the bibliography.

Perhaps, the most related paper is the application of Pareto-optimality to competitive coevolution of Ficici and Pollack (2001). In their work each member of the population is considered as an objective to be optimized. The population is divided into teachers and learners. An agent in the population may act as both of them. As an agent interacts with the rest of the agents of the population, each one is considered as an objective to be optimized. So the teachers create gradients that the learners must follow. They
use a multi-objective method close to NSGA (Srinivas & Deb, 1994).

2.1. Subcomponents fitness estimation

As we have stated, the estimation of the fitness of the subcomponents of an individual in cooperative coevolution is a key aspect. It is also a difficult task, as it is not clear how to measure the relevance of each subcomponent.

Nevertheless, most of the cooperative models based the estimation of this fitness just on the performance of the individual made up of different subcomponents, as it is the only one that can be evaluated in terms of the task. When an individual performs well, every one of its subcomponents receives an equal portion of its fitness. This method rewards subcomponents that are not playing an important part in the performance of the individual, as there is no difference in the assignment of fitness to the different subcomponents of an individual.

This is exemplified by the model proposed by Potter and Jong (2000) where the fitness of each subcomponent is obtained combining it with the best subcomponent of every other population. This method, however, does not reward combinations of suboptimal subcomponents that could yield to better individuals when combined.

Moriarty and Miikkulainen (1996) coevolve one population of nodes that are combined into another population of networks. Each node receives a fitness that is the averaged performance of the networks where it participates.

Other coevolutionary models estimate the fitness of the subcomponents with methods closer to the problem they are applied. R. Smalz and Conrad (1994) developed a model with several subpopulations of nodes for a multi-layer neural network. The credit assignment process rewards those nodes within each competing subpopulation that are more compatible with the networks that perform better with respect to a specific external input. Whitehead and Choate (1996) evolved a population of RBF units that made up a network. The fitness of each individual is assigned depending on the spatial disposition of its weight vector.

Haynes and Sen (1997) developed a model of coadaptation of a team using genetic programming (Koza, 1994) where the fitness of each individual is estimated evaluating three different criteria. This evaluation shares our basic idea of considering all potentially interesting aspects in evaluating an individual.

A model more similar to MOBNET is developed by Puppala, Sen, and Gordin (1998). They evolve two populations of cooperating agents and keep track of the best combinations in a shared memory segment. However, they do not evolve these combinations. As in other works the fitness of the subcomponents is evaluated taking into account only the performance of the combinations. In this paper each individual receives the fitness of the performance of the best combination where it is present.

A model that shares our basic idea of combining different objectives in assigning credit to individuals is the coevolutionary model proposed by Yao and Shi (1995). They evolve a population of rules that generate a network, so the assignment of credit to each rule is not straightforward. At every generation the fitness of the network is obtained from some different criteria: network payoff, number of epochs, and number of nodes and connections. The fitness of the rules that do not participate in generating the network is unchanged. The rules that contribute to the network update their fitness following also different criteria.

This kind of model could benefit from incorporating the multi-objective concepts in the evolutionary process that we use in our model, as many other, such as the evolution of a cooperative population of networks using mutual information (Liu, Yao, Zhao, & Higuchi, 2001), or the models of negative correlated ensembles of neural networks (Liu & Yao, 1999; Liu, Yao, & Higuchi, 2000).

3. MOBNET

In this section we will explain the proposed model in depth. As we have stated, MOBNET is a cooperative coevolutive model. Instead of trying to evolve just one individual to solve a given problem, many subcomponents are evolved together, and a combination of them constitutes a solution to the given task. MOBNET shares some of the design principles of COVNET, another cooperative model (García-Pedrajas et al., 2001a) that does not use multi-objective optimization techniques. The new idea of MOBNET is the introduction of multi-objective optimization in the process of subcomponent fitness assignment.

The evolution operates over two different populations: one population of subnetworks or modules (known in our model as nodules) and another population of networks. The two populations evolve concurrently. Each network is a combination of a fixed number of nodules. More formally, a nodule can be defined as follows:

**Definition 6 (Nodule).** A nodule is a subnetwork formed by: a set of nodes with free interconnection among them, the connection of these nodes from the input and the connections of the nodes to the output. It cannot have connections with any node belonging to another nodule.

The nodule is shown in Fig. 1.

A network is the combination of a number of nodules. The output of the network is the sum of the outputs of each nodule. So a network is defined as:

**Definition 7 (Network).** A network is the combination of a finite number of nodules. The output of the network is the
As we have defined the concept of nodule and network, the network is recurrent. As we are constructing feed-forward neural networks, we define the transmission of impulse in three steps to avoid this recurrence. These steps are the following for a nodule with $n$ inputs and $h$ nodes:

Step 1.
Each node generates its output as a function of the inputs of the nodule (that is, the inputs of the whole network):

$$ p_i = f \left( \sum_{j=0}^{n} w_{ij}x_j \right). \tag{1} $$

this value is called *partial output*.

Step 2.
These partial outputs are propagated along the connections. Then, each node generates its output as a function of all its inputs:

$$ y_i = f \left( \sum_{j=0}^{n} w_{ij}x_j + \sum_{j=1}^{h} w_{ih+j}p_j \right). \tag{2} $$

Step 3.
Finally, the output layer of the nodule generates its output:

$$ o_j = f^{\text{output}} \left( \sum_{i=1}^{h} w_{ij+h}y_i \right). \tag{3} $$

These three steps are repeated over all the nodules. The actual output vector of the network is the sum of the output vectors generated by each nodule. With this definition of the transmission of impulse, the nodule depicted in Fig. 1 is equivalent to a network of two hidden layers that is shown in Fig. 2.

The population of nodules consists of a fixed number of subpopulations that evolve without interchanging genetic information among them. The isolation of the populations is
a natural solution to the problem of maintaining the diversity needed for coadapting subcomponents. The isolation also avoids the negative effect of cross-species mating (Potter & Jong, 2000), as it has been demonstrated in nature (Smith, 1989) that the viability of the offspring is highly correlated with the genetic distance of the parents. Each subpopulation is formed by a fixed number of nodules. The evolution of each subpopulation is shown in Fig. 3. This evolution is within the definition of evolutionary programming. The most important steps of the evolutionary process are the following:

1. Generate the initial members of every subpopulation randomly. The number of nodes of the nodule, \( h \), is obtained from a uniform distribution: \( 0 \leq h \leq h_{\text{max}} \). Each node is created with a number of connections, \( c \), taken from a uniform distribution: \( 0 \leq c \leq c_{\text{max}} \). The initial value of the weights is uniformly distributed in the interval \([w_{\text{min}}, w_{\text{max}}]\).

2. At every generation the best \( p\% \) of the population is replicated. The rest \((1 - p)\%\) is deleted.

3. The deleted \((1 - p)\%\) of the population is refilled selecting an individual from the \( p\% \) best of the population by means of a roulette selection. This individual is mutated and added to the new subpopulation.

4. The fitness of the individuals of the new subpopulation is calculated and the process is repeated until the stop criterion is reached.

This algorithm is similar to other evolutionary algorithms in the bibliography (Angeline, Saunders, & Pollack, 1994; Bebis, Georgiopoulos, & Kasparis, 1997; Yao & Liu, 1997). As there is no migration among the subpopulations, each subpopulation must develop different behaviors of their nodules, that is, different species of nodules, in order to compete with the other subpopulations for conquering its own niche and to cooperate to form networks with high performance (Moriarty & Miikkulainen, 1996). As we have stated, it is known that migration among different species is prone to produce non-viable offspring, and the mixing of genetic material might reduce the diversity of the subpopulations.

Evolutionary programming relies on mutation as the only genetic operator. Many authors agree (Angeline et al., 1994; Yao & Liu, 1997) in the negative effect of the cross-over operator over the evolution of neural networks. There are two forms of mutation: parametric mutation and structural mutation.

Parametric mutation only affects the weights of the nodule. The mutation operator consists of a simulated
annealing algorithm (Kirkpatrick & Vecchi, 1983). Each step of the algorithm consists of adding a small random value to every weight of the nodule. The use of this kind of hybrid training is common in the bibliography, using simulated annealing (Yao & Liu, 1997) or different back-propagation algorithms (Bebis et al., 1997). The standard criterion for acceptance of the random step in simulated annealing is modified to take into account the concept of domination. Being $x^{\text{old}}$ and $x^{\text{new}}$ the vectors of objectives of the individual before and after the random step, respectively,
the criterion used for accepting a step is:

1. If $x_{\text{new}}$ dominates $x_{\text{old}},$ the step is accepted.
2. If $x_{\text{old}}$ dominates $x_{\text{new}},$ the step is rejected.
3. If neither $x_{\text{old}}$ dominates $x_{\text{new}}$ nor $x_{\text{new}}$ dominates $x_{\text{old}},$ the step is accepted with probability

$$P(x_{\text{old}}, x_{\text{new}}) = e^{-d(x_{\text{old}}, x_{\text{new}})/T(t)},$$

where $d(\cdot)$ is the normalized Euclidean distance and $T(t)$ is the temperature at time $t$ (as usual $T(t+1) = \alpha T(t)$ and $T(0) = T_0$). This criterion avoids large steps in the objectives space, in order to keep the consistence of the evolution.

As this algorithm implies a high computational cost, we perform just a few steps. However, the use of simulated annealing instead of a random step in the weight space significatively improves the performance of the model.

Structural mutation is more complex because it implies a modification of the structure of the nodule. The behavioral link between parents and their offspring must be enforced to avoid generational gaps that produce inconsistency in the evolution (Goldberg, 1989). We define four different structural mutations that allow the nodule to reach any topology from its starting point (Angeline et al., 1994). These mutations are:

1. **Addition of a node.** The node is added with no connections (Angeline et al., 1994) to enforce the behavioral link with its parent. As many authors have stated (Yao & Liu, 1997), maintaining the behavioral link between parents and their offsprings is very important to get a useful algorithm.
2. **Deletion of a node.** A node is selected randomly and deleted together with its connections.
3. **Addition of a connection.** A connection is added, with 0 weight (Angeline et al., 1994), to a randomly selected node.
4. **Deletion of a connection.** A randomly selected connection is removed.

When a nodule is subject to structural mutation, all the above mutations could be performed over it. For each different structural mutation type there is a minimum value, $\Delta_m,$ and a maximum value, $\Delta_M.$ The number of elements (nodes or connections) involved in the mutation is calculated as follows

$$\Delta = \Delta_m + F_r(v)(\Delta_M - \Delta_m).$$

where $F_r$ is the relative fitness of the nodule, which is obtained from the fitness of the nodule, $F(v), F(v) = e^{-\beta T(v)}$.

So, before making a mutation, the number of elements, $\Delta,$ is calculated. If $\Delta = 0,$ the mutation is not actually carried out. The values of these structural mutation parameters used in all our experiments are shown in Table 1.

### 3.1. Network population

The network population is formed by a fixed number of networks. Each network is the combination of one nodule of each subpopulation of nodules. So the networks are strings of integer numbers of fixed length. The value of the numbers is not significant as they are just labels of the nodules. It is important to note that, as the chromosome that represents the network is ordered, the permutation problem (Bewer, McInerney, & Schraudolph, 1991; Hancock, 1992; Schaffer, Whitley, & Eshelman, 1992) cannot appear.

The network population is evolved using the **steady-state** genetic algorithm (Whitley, 1989; Whitley & Kauth, 1988). This algorithm is selected because we need a population of networks that evolves more slowly than the population of nodules, as the changes in the population of networks have a major impact in the fitness of the nodules. The steady-state genetic algorithm avoids the negative effect that this drastic modification of the population of networks could have over the subpopulations of nodules. It has also been shown by some works in the area (Syswerda, 1991; Whitley & Starkweather, 1990) that the steady-state genetic algorithm produces better solutions than the standard genetic algorithm.

This algorithm has some features that are different from the standard genetic algorithm. The cross-over generates just one individual. Two parents are chosen by means of a roulette selection algorithm. One of the two offsprings is selected randomly; the selected offspring replaces the worst individual of the population instead of replacing one of its parents. Also, the fitness is assigned to the members of the population according to their rank and not as their absolute fitness value. The algorithm allows to add mutation to the model, always at very low rates. Usually mutation rate ranges from 1 to 5%. In our model we have modified this standard algorithm, allowing the replacement of the $n$ worst individuals.

Cross-over is made at nodule level. A standard two-point cross-over is used, and the parents exchange their nodules to generate their offspring. Mutation is also carried out at nodule level. When a network is mutated, one of its nodules is selected and is substituted by another nodule of the same subpopulation, selected by means of a roulette algorithm.

During the generation of the new nodule subpopulation, some nodules of every population are removed and
substituted by new ones. The removed nodules are also substituted in the networks. This substitution has two advantages: first, poor performing nodules are removed from the networks and substituted by potentially better ones; second, the new nodules have the opportunity to participate in the networks immediately after their creation (Moriarty & Miikkulainen, 1998).

4. Multi-objective evaluation of fitness

The multi-objective algorithm is common to both populations, nodules and networks. We will consider a population of individuals where individual \( i \) has a vector of objectives values \( x^{(i)} \): the population has \( N \) individuals and \( M \) objectives are considered.

The proposed algorithm is based on the concept of Pareto optimality explained above. It has common points with other multi-objective evolutionary algorithms. The multi-objective algorithm for obtaining the fitness of an individual with a vector of objectives \( x^{(i)} \) is outlined in Fig. 4.

Fig. 4. Multi-objective evolutionary algorithm for obtaining the fitness of the individuals of the population.

Algorithm for obtaining \( i \)-th non-dominated Pareto-front.

\[
\text{for } i = 1 \text{ to } N \\
\quad \text{for } j = 1 \text{ to } N \\
\quad \quad \text{if } j \neq i \text{ and } x^{(j)} \text{ is dominated by } x^{(i)} \text{ then} \\
\quad \quad \quad \text{Mark } x^{(i)} \text{ as “dominated”} \\
\quad \text{end if} \\
\text{end for} \\
\text{end for} \\
\text{All solutions not marked dominated are non-dominated solutions.}
\]

Once the individuals of a non-dominated front are assigned their fitness, they are not considered any more for obtaining the new non-dominated front. That is the reason why we talk about successive non-dominated fronts.

The problem of fitness sharing among the members of the same Pareto front is crucial, as the performance of the algorithm depends highly on it. The standard method of explicit fitness sharing (Goldberg & Richardson, 1987) (for a discussion see Deb and Goldberg (1989)) cannot be applied as the individual is not in a Euclidean space. So we must define a measure of diversity for nodules and networks in order to apply the algorithm. Our interest is focused on keeping the behavioral diversity among the individuals, so our measures are based on the functional diversity of the nodules and networks. These measures are the following:

Nodule’s Functional diversity. This measure is based on comparing the discrepancy between the outputs of the two nodules. In order to obtain this measure for two nodules \( n_1 \) and \( n_2 \), \( fd(n_1, n_2) \), we set in turn every input connection to 1 and the rest of the connections to 0, and get the output of the nodules. We can consider that we are applying the following training set to the nodule:

\[
\begin{array}{cccccccc}
0 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{array}
\]

(6)

The functional diversity is the average distance of the output of the two nodules over all the inputs. This measure is used for applying a standard fitness sharing algorithm.

Similar measures of diversity have been used before. In Moriarty (1997) the outputs of the networks are used as a function vector that measures their diversity. This function vector is represented after performing a principal component analysis (Jolliffe, 1986) to visualize the diversity of the population.

Given a set of \( n_k \) nodules of the \( k \)-th non-dominated front each having a dummy fitness of \( F_{\text{dummy}} \), the sharing procedure is performed for each solution \( i = 1, 2, \ldots, n_k \). The sharing procedure consists of the following steps for

\( \text{A non-dominated front is a subset of individuals that are not dominated by any member of the population.} \)
i-th individual:

1. Compute the functional diversity with every individual \( j \) of the Pareto front, \( d_{ij} = fd(n_i, n_j) \).
2. Compare this value with a predefined niche radius, \( \sigma_{\text{share}} \), and apply the sharing function:
   \[
   sh(d_{ij}) = \begin{cases} 
   1 - \left( \frac{d_{ij}}{\sigma_{\text{share}}} \right)^2, & \text{if } d_{ij} \leq \sigma_{\text{share}}, \\
   0, & \text{otherwise}.
   \end{cases}
   \]
   (7)

3. Calculate niche count for individual \( i \):
   \[
   m_i = \sum_{j=1}^{n_i} sh(d_{ij}).
   \]
   (8)

4. Modify the fitness of the individual according to its niche count:
   \[
   f'_i = \frac{F_{\text{dummy}}}{m_i}.
   \]
   (9)

**Network’s functional diversity.** The same idea of the above method is applied to the network population. The measure of network functional diversity is based on the functional diversity of nodules. Given two networks \( n^i = (n^i_1, n^i_2, \ldots, n^i_m) \) and \( n^i = (n^i_1, n^i_2, \ldots, n^i_m) \) their functional diversity, \( \phi \), is defined as
   \[
   \phi(n^i, n^i) = \sum_{k=1}^{m} fd(n^i_k, n^i_k).
   \]
   (10)

With this distance measure the above sharing algorithm is applied, substituting the measure \( fd(n_i, n_j) \) by \( \phi(n^i, n^i) \).

Another option is applying fitness sharing on objectives function values (e.g. MOGA (Fonseca & Fleming, 1993)). This method could be applied to our model, but in many of our experiments it does not maintain diversity in the population of individuals.

In the above two methods, the determination of the value of \( \sigma_{\text{share}} \) is a very important issue. In most cases it is very difficult to obtain the most suitable value of \( \sigma_{\text{share}} \) for a problem. So we have defined a third measure that is not based on explicit fitness sharing.

This method is taken from Ficici and Pollack (2001) and is similar to the competitive fitness paradigm (Julié & Pollack, 1996). Having an individual \( x \) in a Pareto front, we compare this individual with every member of the same front, \( y \), obtaining the number of objectives in which \( x \) is better than \( y \), \( n_x \), and the number of objectives in which \( y \) is better than \( x \), \( n_y \). If \( n_x > n_y \), then \( x \) receives \( n_x - n_y \) points, otherwise receives 0 points. The points for each individual are accumulated and then the individuals are ranked according to those points. A standard linear ranking is used (Bäck, 1996) for converting the rank of each individual to a selection probability.

### 4.1. Nodule’s objectives

As we have stated, the introduction of multi-objective optimization gives us the freedom to define many objectives to be fulfilled by the nodules. The diversity that guarantees the Pareto-optimal solutions allows the combination of nodules that are good in different objectives.

In this work we present the set of objectives that have achieved a good performance in the classification problems of the experimental stage. Many different objectives could be defined, specially when the available a priori knowledge of a problem allows the definition of some of the features of the networks. The objectives used in our work are the following, for a nodule \( \nu \) in a subpopulation \( \pi \):

**Difference (\( \delta \)).** The nodule is removed from all the networks where it is present, and the performance of such networks with the nodule removed is measured. The value of this criterion is measured as the difference in performance of these networks with and without the nodule. This criterion enforces competition among subpopulations of nodules preventing more than one subpopulation from developing the same behavior. If two subpopulations evolve in the same way, the value of this criterion in the fitness of their nodules will be near 0 and the subpopulations will be penalized.

**Substitution (\( \sigma \)).** \( k \) networks are selected using an elitist method, that is, the best \( k \) networks of the population. In these networks the nodule of subpopulation \( \pi \) is substituted by the nodule \( \nu \). The fitness of the network with the nodule of the subpopulation \( \pi \) substituted by \( \nu \) is measured. The fitness assigned to the nodule is the averaged difference in the fitness of the networks with the original nodule and with the nodule substituted by \( \nu \). This criterion enforces competition among nodules of the same subpopulation, as it tests if a nodule can achieve a better performance than the rest of the nodules of its subpopulation.

**Average performance.** This objective is the average of the fitness values of the networks where the nodule \( \nu \) is present. This criterion is the only one commonly used in cooperative coevolution (Moriarty, 1997; Potter, 2000).

**Complexity (three objectives).** Three objectives play the role of a regularization term. These objectives penalize big networks with respect to smaller ones. These objectives are the number of nodes, the number of connections and the sum of the weights of the nodules. All of them are taken in negative value, as we want to minimize them. In most problems selecting just the number of nodes is enough to control the size of the networks. If smaller networks are needed, the other two objective could be used.

Regularization theory (Girosi, Jones, & Poggio, 1995) is

---

A subset of these objectives could be selected for each problem, as not all the objectives are suitable for all the problems.
based on adding a smoothness functional to the function to be optimized, which takes into account the smoothness of the functions implemented by the neural networks. The effect of the regularization term that we used is also the smoothing of the function of the network, by reducing the number of free parameters of the network, as the case of pruning (Goutte & Hansen, 1997; Hansen & Pedersen, 1994).

The use of regularization terms is common use in the evolution of neural networks. In most cases the fitness of the networks are penalized according to their size (Yao & Shi, 1995) or introducing some kind of pruning (Bebis et al., 1997). Nevertheless this has a negative effect over the networks, as the penalty term has a great impact on the fitness of the network. Introducing the regularization as another objective, allows the regularization of the networks without having a dramatic impact on their performance.

Count of networks. Number of networks where the nodule \( n \) participates. It encourages the nodule to be part of the networks. Moreover, when a nodule participates in more networks, its fitness is more accurately estimated and must be rewarded.

This objective also avoids, in part, the negative effect after the elimination of a nodule that participates in many networks during the evolutionary process.

All the members of all the subpopulations of nodules evolve with the same subset of objectives.\(^6\)

### 4.2. Network’s objectives

Each individual of the population of networks has also several objectives. Initially only the performance of the network was considered, as this performance can be measured for networks. But, as the nodule population evolves better considering more objectives that can guide the evolution towards the most interesting subcomponents, this same principle could be applied to the evolution of networks.

So we also applied to networks the multi-objective evolutionary algorithm developed for nodules. The objectives defined are the following:

- **Performance.** Performance of the network in solving the given task. As we have applied the model only to classification tasks, the performance of the network is just the number of patterns from the training set correctly classified.

- **Fitness of each nodule.** As many objectives as nodule subpopulations. With this objective we intend to encourage the combination of the best individuals of the nodule subpopulations.

This objective has also a very interesting side effect, as the nodules with the highest fitness values will survive during the evolution, the combination of nodules with high fitness values are more durable and so there is more time for evolving to useful networks.

### 4.3. Stop criterion and selection of the best individual

The system is evolved until the average fitness of the network population stops growing. The fitness is measured over the training set, unless a validation set is used, in this case the fitness is measured over this validation set.

The election of the best individual of the population is straightforward. The best \( N \) networks in terms of training error are chosen (or in terms of validation error if a validation set is used), and the smallest network is preferred, if some of them are of equal size, one of them is chosen at random.

### 5. Experimental results

The tests were conducted following the guidelines of Prechelt (1994). Each set of available data was divided into three subsets: 50% of the patterns were used for learning, 25% of them for validation and the remaining 25% for testing the generalization of the individuals.

In none of the problems a patent over-training effect was observed in MOBNET.\(^7\) So, the experiments were always carried out without using a separate validation set, and the patterns of this set were added to the training set. In the experiments with multi-layer perceptrons (MLP) and modular neural networks, the validation set was actually used as the over-training effect was evident.

For each data set three different random permutations of the patterns were made. For each permutation and for every model the experiments were repeated 10 times, except for the linear classifier and the C4.5 algorithm that are deterministic. The fitness of the individuals of all the models was measured as the number of patterns correctly classified.

In all the tables we show, for each permutation of the data sets, the averaged error of classification in learning and generalization over 10 repetitions on each permutation of the data set, the standard deviation, and the best and worst individuals. The measure of the error is

\[
E = \frac{1}{P} \sum_{i=1}^{P} e_i,
\]

where \( P \) is the number of patterns and \( e_i \) is 0 if pattern \( i \) is correctly classified, and 1 otherwise. Each permutation of the data set are labelled ‘I’, ‘II’ and ‘III’ in the tables. The averaged results over the three permutations are labelled ‘All’.

\(^6\) We added another objective that measured the performance of the nodule taken isolated as a network. This objective was intended as a control for testing the cooperation among the nodules. In all the experiments the introduction of this objective yielded to worse results.

\(^7\) This aspect is discussed in Section 5.5.
In order to test the performance of MOBNET in solving the proposed problems, we have compared it with the following classification algorithms:

1. A linear classifier using the variables selected by a stepwise discriminant analysis based on Wilk’s lambda criterion (Dillon & Goldstein, 1984) with a tolerance level of 0.001. This model is the one that obtained the best results of all the classical statistical models applied as it is the optimal Bayesian classifier (Anderson, 1984) if the classes are normally distributed with common covariance matrices. The experiments were made using the statistical package SPSS (SPSS, 1999).

2. The C4.5 (Quinlan, 1993) algorithm, using the code implemented by the author of the algorithm, which uses a decision tree.

3. A two-layer perceptron trained with the quickprop (Sejnowski, Hinton, & Touretzky, 1988) algorithm, using cross-validation and early-stopping (Finnoff, Hergert, & Zimmermann, 1993). The experiments were made using the simulator Nevada Backpropagation (Carlson, 1996).

4. A modular neural network using the adaptive mixture of local experts model. This is interesting as our model can be considered modular in many of its features. For this model we also used cross-validation and early-stopping. The experiments were made using the simulator NeuralWorks Professional II Plus (NeuralWare, 1993).

5. MOBNET using just one nodule in order to test that the cooperation among the nodules actually improves the performance of the isolated nodules.

The parameters of all of the above algorithms were optimized for each problem by a trial process. The source code of MOBNET in C is available by anonymous ftp from ftp://ftp.ayrna.org/pub/Research/Source

The errors achieved solving these problems using COVNET and the most important results reported in the bibliography can be found in (García-Pedrajas et al., submitted).

5.1. Pima data set

This data set is from the UCI machine learning repository. The data set contains data of 768 individuals, all of them females at least 21 years old of Pima Indian heritage. The patterns are divided into two classes. The class of each pattern shows whether the patient shows signs of diabetes according to the World Health Organization criteria.
There are eight attributes for each pattern, all of them are continuous. Former results can be found in Smith, Everhart, Dickson, Knowler, and Johannes (1988). Following this previous work and the recommendations of Prechelt (1994, 1996) we have divided the data set into 576 patterns for training, and 192 patterns for generalization. The data set contains 500 instances of class 1 and 268 instances of class 2.

The parameters of MOBNET for this data set are shown in Table 2.

Error rates for all models are shown in Table 3. The results show that the generalization error of MOBNET is better than the other neural network models. This difference is statistically significant with a significance level of $\alpha = 0.05$, as the $t$-test shows (Table 4). MOBNET performs better in average than the two classical methods, the linear classifier and the C4.5 algorithm. It is also interesting the fact that the standard deviation of the errors of MOBNET is smaller than the deviation of the other models.

The networks evolved with MOBNET are quite compact as Table 5 shows. The networks are clearly smaller than the obtained using a MLP. It is specially interesting the fact that the connections are sparse, as this feature makes the hardware implementation easier.

### Table 3
Error rates for Pima data set. For all the models and every permutation of the data sets, the table shows the training and generalization averaged error and standard deviation, and the best and the worst individuals.

<table>
<thead>
<tr>
<th>Model</th>
<th>Set</th>
<th>Training</th>
<th></th>
<th>Generalization</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Best</td>
<td>Worst</td>
</tr>
<tr>
<td>MOBNET</td>
<td>I</td>
<td>0.2220</td>
<td>0.0053</td>
<td>0.2170</td>
<td>0.2326</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.2198</td>
<td>0.0075</td>
<td>0.2101</td>
<td>0.2326</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.2226</td>
<td>0.0046</td>
<td>0.2135</td>
<td>0.2326</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.2215</td>
<td>0.0058</td>
<td>0.1979</td>
<td>0.1971</td>
</tr>
<tr>
<td>Linear classifier</td>
<td>I</td>
<td>0.2400</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.2380</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.2480</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.2420</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>C4.5</td>
<td>I</td>
<td>0.1718</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.1545</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.1441</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.1568</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>quickprop</td>
<td>I</td>
<td>0.2313</td>
<td>0.0069</td>
<td>0.2222</td>
<td>0.2413</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.2174</td>
<td>0.0117</td>
<td>0.1979</td>
<td>0.2413</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.2319</td>
<td>0.0025</td>
<td>0.2274</td>
<td>0.2361</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.2269</td>
<td>0.0103</td>
<td>0.2156</td>
<td>0.0212</td>
</tr>
<tr>
<td>Adaptive mixture of experts</td>
<td>I</td>
<td>0.2528</td>
<td>0.0135</td>
<td>0.2413</td>
<td>0.2847</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.2460</td>
<td>0.0109</td>
<td>0.2326</td>
<td>0.2604</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.2540</td>
<td>0.0124</td>
<td>0.2413</td>
<td>0.2795</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.2509</td>
<td>0.0124</td>
<td>0.2299</td>
<td>0.0274</td>
</tr>
<tr>
<td>MOBNET (1 nodule)</td>
<td>I</td>
<td>0.2422</td>
<td>0.0273</td>
<td>0.2285</td>
<td>0.3160</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.2328</td>
<td>0.0112</td>
<td>0.2118</td>
<td>0.2500</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.2462</td>
<td>0.0298</td>
<td>0.2240</td>
<td>0.3212</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.2404</td>
<td>0.0240</td>
<td>0.2201</td>
<td>0.0369</td>
</tr>
</tbody>
</table>

### Table 4
$p$-values of statistical tests over Pima results. First a Kolmogorov–Smirnov test is carried out, assuring that the errors are normally distributed. Then, an $F$ test is made to test if the variances of the errors of the two experiments are equal. Finally, a $t$ test tests if there are significant differences in the means of the errors from the two experiments. We use a level of significance of $\alpha = 0.05$ for accepting the alternative hypothesis.

<table>
<thead>
<tr>
<th>Test</th>
<th>MOBNET</th>
<th>quickprop</th>
<th>Mixture</th>
<th>MOBNET (1 nodule)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K–S test</td>
<td>0.8370</td>
<td>0.6767</td>
<td>0.7440</td>
<td>0.0959</td>
</tr>
<tr>
<td>$F$ test</td>
<td>0.3170</td>
<td>0.0196</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>$t$ test</td>
<td>0.0012</td>
<td>0.0000</td>
<td>0.0058</td>
<td></td>
</tr>
</tbody>
</table>

### Table 5
Network sizes for the four problems. The table shows the averaged number of nodes and connections of the networks.

<table>
<thead>
<tr>
<th>Problem</th>
<th>MOBNET</th>
<th>quickprop</th>
<th>Mixture</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nodes</td>
<td>Conn.</td>
<td>Nodes</td>
</tr>
<tr>
<td>Pima</td>
<td>6.17</td>
<td>29.43</td>
<td>24</td>
</tr>
<tr>
<td>Heart</td>
<td>11.40</td>
<td>64.63</td>
<td>16</td>
</tr>
<tr>
<td>Card</td>
<td>20.17</td>
<td>220.30</td>
<td>16</td>
</tr>
<tr>
<td>Glass</td>
<td>14.87</td>
<td>132.10</td>
<td>–</td>
</tr>
</tbody>
</table>
5.2. Heart data set

This data set comes from the Cleveland Clinic Foundation and was supplied by Robert Detrano of the V.A. Medical Center, Long Beach, CA. The database contains 13 attributes extracted from a larger set of 75, which correspond to the results of various medical tests carried out on many patients. The goal is the prediction of the presence or absence of heart disease in those patients. The original data set had five classes, considering four degrees of heart disease. The database originally contained 303 examples but six of them had missing values, and 27 of the remaining were retained in case of dispute, leaving a final total of 270 (the problem is described more deeply in Detrano et al. (1989)).

It is a very interesting data set because it has real valued attributes (1, 4, 5, 8, 10, and 12), ordered (2, 6, and 9), binary valued (7, 3, and 13), and nominal (1, 4, 5, 8, 10, and 12), ordered (11), binary valued (2, 6, and 9), and nominal (7, 3, and 13), making its classification more difficult; and the number of available patterns is small. There are two outputs determining whether the patient has a heart disease.

The data set has 270 patterns: 202 patterns were selected for training, and the remaining 68 were reserved for testing the generalization ability of the networks. The parameters of MOBNET for this data set are shown in Table 2.

Error rates for the four models are shown in Table 6. The results show that the generalization error of MOBNET is better than the errors obtained with MLP and the adaptive mixture of experts. MOBNET also outperforms the C4.5 algorithm. However, the linear classifier obtains the best results in average over the three partitions, nevertheless, the results of the linear classifier and MOBNET are almost the same.

As in the Pima data set, the sizes of the networks evolved by MOBNET (see Table 5) are considerably smaller than the sizes of the MLP and modular networks.

Statistical tests in Table 7 show that Mobnet performs better than quickprop and the mixture of experts with a significance level of $\alpha = 0.05$. It shows also that the combination of several nodules produces smaller errors than an isolated nodule.

<table>
<thead>
<tr>
<th>Model</th>
<th>Set</th>
<th>Training</th>
<th>Generalization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>MOBNET</td>
<td>I</td>
<td>0.0728</td>
<td>0.0119</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.1020</td>
<td>0.0097</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.0856</td>
<td>0.0114</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.0868</td>
<td>0.0162</td>
</tr>
<tr>
<td>Linear classifier</td>
<td>I</td>
<td>0.1490</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.1530</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.1460</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.1493</td>
<td>-</td>
</tr>
<tr>
<td>C4.5</td>
<td>I</td>
<td>0.0644</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.0644</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.0594</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.0627</td>
<td>-</td>
</tr>
<tr>
<td>quickprop</td>
<td>I</td>
<td>0.0975</td>
<td>0.0226</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.1025</td>
<td>0.0140</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.0896</td>
<td>0.0129</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.0965</td>
<td>0.0173</td>
</tr>
<tr>
<td>Adaptive mixture of experts</td>
<td>I</td>
<td>0.0500</td>
<td>0.0135</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.0490</td>
<td>0.0137</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.0639</td>
<td>0.0118</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.0543</td>
<td>0.0143</td>
</tr>
<tr>
<td>MOBNET (1 nodule)</td>
<td>I</td>
<td>0.1554</td>
<td>0.0266</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.1733</td>
<td>0.0175</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.1168</td>
<td>0.0322</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.1734</td>
<td>0.0263</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test</th>
<th>MOBNET</th>
<th>quickprop</th>
<th>Mixture</th>
<th>MOBNET (1 nodule)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-S test</td>
<td>0.5025</td>
<td>0.4418</td>
<td>0.3502</td>
<td>0.6792</td>
</tr>
<tr>
<td>F test</td>
<td></td>
<td>0.2162</td>
<td>0.5661</td>
<td>0.0008</td>
</tr>
<tr>
<td>t test</td>
<td></td>
<td>0.0037</td>
<td>0.0000</td>
<td>0.0005</td>
</tr>
</tbody>
</table>

Table 7
p-values of statistical tests over Heart results
5.3. Credit card data set

This data set is also from the UCI Machine Learning Repository. The set contains data from applications to an Australian bank to get a credit card. There are two classes, meaning whether the application was granted (44.5% of the patterns) or denied (55.5%). Each record has 14 attributes, for confidentiality all attributes and values are not explained in the original data set.

This data set is very interesting because it has two important features. First, it contains many missing values (there are missing values in 5% of the records). Second, the attributes are of very different kind: continuous (1, 2, 10, 13, and 14), binary (0, 8, 9, and 11), and nominal (3, 4, 5, 6, and 12). The binary and nominal attributes have been codified using a 1-out-of-n code so the data set used for training the networks had 51 inputs and 2 outputs. As usual we divided the set into two parts: 518 patterns for training, and 172 for testing the generalization.

The parameters of MOBNET for this data set are shown in Table 2. Error rates for both models are shown in Table 8. The results show that the generalization error of MOBNET is better than the error obtained with MLP and modular networks. Nevertheless, the performance of Mobnet and the linear classifier are very similar, being the performance of the C4.5 algorithm worse.

As in previous problems the networks evolved with MOBNET are far smaller than the MLP and modular networks.

Statistical tests shows the significance of the differences in the means of the errors (see Table 9).

5.4. Glass data set

This data set is also from the UCI Machine Learning Repository. The set contains data from six different types of glass. The study of classification of types of glass was motivated by criminal investigation, the glass left at the scene of the crime can be used as evidence if it is correctly classified. There are six classes corresponding to six types of glasses: glasses from building windows float and non-float...
processed, glasses from vehicle windows float processed, glasses from containers, glasses from tableware, and glasses from headlamps. Each record has nine continuous attributes meaning the weight percentage of different chemical components.

This data set is very difficult to classify due to two important features. First, the number of available patterns is low (214) for six different classes. Second, the number of patterns in each class is very unbalanced, ranging from 76 (building windows non-float processed) to 9 (tableware).

The parameters of MOBNET for this data set are shown in Table 2.

Error rates for both models are shown in Table 10. For this problem the modular network was not able to achieve useful results and for that reason it is not included in the table. For this problem, MOBNET considerably outperforms the linear classifier. This result is very interesting, as this problem is more complex, classical statistical methods find it more difficult to solve. The linear classifier assumes that the classes are normally distributed and have common covariance matrixes, these two hypotheses are more restrictive when there are more classes and the number of prototypes on each class are more unbalanced. In this kind of problems is where the application of a more complex model as MOBNET is more interesting.

5.5. Over-training analysis

In this section we will briefly study the effect of the over-training on our model. In a first stage we made the experiments using a separate validation set and early-stopping. The results were worse than the obtained adding this validation set to the training set for all the four problems.

In order to measure this effect when the validation set was not used, we represent in Fig. 5 the behavior along the evolutionary process of three representative errors: (i) the averaged training error of the population (this value is the one used for stopping the evolution), (ii) the averaged generalization error of the population, and (iii) the generalization error of the best network. The over-training effect must be considered in the third value represented, as it is the generalization error of the network that would be the network selected as the result of the evolution.

Table 10

<table>
<thead>
<tr>
<th>Model</th>
<th>Set</th>
<th>Training</th>
<th>Generalization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean SD</td>
<td>Best</td>
</tr>
<tr>
<td>MOBNET</td>
<td>I</td>
<td>0.2553 0.0218</td>
<td>0.2236</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.2571 0.0183</td>
<td>0.2236</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.2371 0.0264</td>
<td>0.1925</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.2480 0.0246</td>
<td></td>
</tr>
<tr>
<td>Linear classifier</td>
<td>I</td>
<td>0.3580</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.3665</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.3975</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.3740</td>
<td>–</td>
</tr>
<tr>
<td>C4.5</td>
<td>I</td>
<td>0.1056</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.1056</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.0559</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.0890</td>
<td>–</td>
</tr>
<tr>
<td>quickprop</td>
<td>I</td>
<td>0.1579 0.0149</td>
<td>0.1402</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.1131 0.0676</td>
<td>0.0654</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.1140 0.0548</td>
<td>0.0374</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.1283 0.0536</td>
<td></td>
</tr>
<tr>
<td>MOBNET (1 nodule)</td>
<td>I</td>
<td>0.3714 0.0495</td>
<td>0.3230</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.4112 0.0723</td>
<td>0.3478</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.3981 0.0593</td>
<td>0.3416</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.3936 0.0613</td>
<td></td>
</tr>
</tbody>
</table>

Table 11

p-values of statistical tests over Glass results

<table>
<thead>
<tr>
<th>Test</th>
<th>MOBNET</th>
<th>quickprop</th>
<th>MOBNET (1 nodule)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K–S test</td>
<td>0.5026</td>
<td>0.8250</td>
<td>0.5629</td>
</tr>
<tr>
<td>F test</td>
<td>–</td>
<td>0.4223</td>
<td>0.0136</td>
</tr>
<tr>
<td>t test</td>
<td>–</td>
<td>0.0000</td>
<td>0.0004</td>
</tr>
</tbody>
</table>

8 This network is selected following the defined criterion and would be the network selected as the result of the evolution.
selected as the result of the evolution. The Figure shows that the over-training effect did not appear in almost any of the experiments and it is almost negligible when it occurred.

Our explanation of this absence of over-training is based on the training errors achieved by MOBNET. As it is shown in all the error tables, the learning error is always worse in MOBNET than in the rest of the models. As its fitness is not centered on performance, the model learns the overall features of the patterns and is less sensitive to the noise of the data.

6. Conclusions

In this work we have shown how adding several
objectives to fitness estimation of the subcomponents that form an individual in cooperative coevolutionary computation could improve the credit assignment to those subcomponents, and subsequently improve the evolutionary process. Once many objectives have been defined, multi-objective optimization techniques are the most natural way to obtain such fitness estimation.

The definition of as many objectives as could be interesting for a given problem allows the introduction of any a priori knowledge in the evolution process. This a priori knowledge can improve the performance of the networks evolved in many problems. For instance, in our experiments we have reinforced the regularization objectives in such problems where previous papers have shown that smaller networks performed better than bigger ones.

This model has been tested against several widely used methods of classification. MOBNET has shown to perform better than all these methods in three out four test problems. In the other one, it has outperformed all the methods except the linear classifier. It is also important to note the great improvement of MOBNET over the results obtained with other methods of neural networks, as MLP and modular networks, obtained with smaller networks.

Another important aspect of our model is that it could be applied to other environments of coevolution as well. Any tasks where several objectives could be defined to be fulfilled by the subcomponents is a potential field for introducing our multi-objective model for evaluating the fitness. At present, we are working on extending this model to a more general environment for cooperative coevolution for any given problem.

The absence of any significant over-training effect allows the addition of the pattern of the validation set to the training set, greatly improving the learning capabilities of the model. We think that the absence of this effect comes from the fact that the cooperative structure of our model drives every population to the most important features of the data; any nodule that learns the noise of the data will receive a poor evaluation and will be eventually lost during the evolutionary process.

MOBNET produces networks that are a little bigger than the one obtained by methods that use a regularization term (as COVNET García-Pedrajas et al. (submitted)). In MOBNET the complexity restrictions are introduced as another objective, and the effect on the evolution is a lower penalty on big networks. Nevertheless, that avoids the negative effect of the regularization term over the evolution when small networks have a poor performance in solving a given problem.
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