Abstract

In this work, we deal with obtaining efficient solutions for stochastic multiobjective programming problems. In general, these solutions are obtained in two stages: in one of them, the stochastic problem is transformed into its equivalent deterministic problem, and in the other one, some of the existing generating techniques in multiobjective programming are applied to obtain efficient solutions, which involves transforming the multiobjective problem into a problem with only one objective function. Our aim is to determine whether the order in which these two transformations are carried out influences, in any way, the efficient solution obtained. Our results show that depending on the type of stochastic criterion followed and the statistical characteristics of the initial problem, the order can have an influence on the final set of efficient solutions obtained for a given problem.
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1. Introduction

In the field of Operations Research (OR) we often encounter real problems in which the Decision Maker (DM) wishes to optimize several objectives at the same time and, moreover does not know the values of some parameters at the moment he or she has to make the decision. When these unknown parameters can be considered as random variables, the resulting problem is denominated in OR Stochastic Multiobjective Programming Problem.

The achievement of efficient solutions in multiobjective programming problems in which some parameters are random variables has hitherto been analysed from different points of view. This question is not easy to approach, because the fact that the objectives of the problem depend on random variables makes
these objectives random variables also. Given that, in general, a random variable does not admit an order relation, a solution may be efficient in the Pareto sense of a multiobjective stochastic problem for obtaining a specific value for the random variables which intervene in the problem and not for others.

Therefore, in order to obtain the efficient solutions for these problems we need to define previously the specific concepts of efficient solution that will be used. In general, the studies approach the resolution of such problems with techniques from stochastic programming and multiobjective programming. Thus, Stancu-Minasian (1984) points out that the resolution of such problems always involves a double transformation: transforming the multiobjective problem into a problem with only one objective function and the stochastic problem into its equivalent deterministic problem. The same steps are also considered by Ben Abdelaziz (1992) who also classifies the existing techniques available for the resolution of these problems according to the order in which the transformations are carried out. In this classification, Ben Abdelaziz uses the term multiobjective approach to refer to the set of techniques that solve the problem by considering first the transformation of the stochastic multiobjective problem into its equivalent multiobjective deterministic problem; and the term stochastic approach to refer to those techniques that transform the stochastic multiobjective problem into a stochastic problem with only one objective function to be solved later with any of the existing techniques in the literature. The transformations which are carried out in both approaches appear in Figs. 1 and 2.

Ben Abdelaziz also points out that both approaches present shortcomings because they emphasise either the multiobjective or the stochastic nature of the problem to the detriment of the other, and so the stochastic and multiobjective nature of the problem are not simultaneously considered.

In this paper, we focus on obtaining efficient solutions for problems with continuous random variables influencing only the objective functions. That is, we consider that the feasible set of the problem is deterministic or that it has been transformed into its equivalent deterministic. This question is largely analysed in different works such as Kall and Wallace (1994), Prékopa (1995) or Liu and Iwamura (1997). In these works different methods to carry out this transformation are presented. One of the most applied in problems with continuous random variables is the Chance Constrained Programming Method in which it is required that the constraints hold, at least, a given probability. Its application lead us to obtain a non-convex feasible set, which makes the solution of the resulting problem difficult. However, we consider that the choice of the method of transformation of the feasible set and the stochastic objective function must always be made in accordance with the preferences of the DM and the statistical characteristics of the initial problem, even though such choices lead us to optimization problems the solution of which has non-desirable characteristics.

![Fig. 1. Steps for obtaining efficient solutions in the multiobjective approach.](image1)

![Fig. 2. Steps for obtaining efficient solutions in the stochastic approach.](image2)
The analysis of the efficiency in multiobjective stochastic programming when the random variables are discrete has been studied in different papers among which we can highlight Ben Abdelaziz (1992) and Ben Abdelaziz et al. (1997, 1999).

For these problems we have to point out that, so far, different concept of efficient solution has been defined. These definitions fit within what Ben Abdelaziz (1992) calls the multiobjective approach and are determined by selecting a criterion that will be used to transform each stochastic objective into its equivalent deterministic. Then, an equivalent deterministic multiobjective problem is formulated, which has a corresponding set of efficient solutions, which, in turn, is considered the efficient set of the initial problem. In this way, we find in the literature the concepts of expected value efficient solution, minimum variance efficient solution, or expected value standard deviation efficient solution (see, for example, White, 1982). Other concepts defined in this way are those of minimum risk efficiency with aspiration levels $u_1, \ldots, u_q$ defined by Stancu-Minasian and Tigan (1984) or those of efficiency in probability of Goicoechea et al. (1982).

Taking these concepts into account, and the criticism regarding these approaches, we may ask: if, in the stochastic approach, we use any of the available multiobjective programming techniques to obtain efficient solutions for the stochastic multiobjective problem and the resulting stochastic problem is later solved by some of the following criteria—expected value, minimum variance, minimum risk, or Kataoka’s criterion—would the optimal solution for the resulting problem be in any way related to the concepts of efficiency outlined by the multiobjective approach?

In this work, we deal with this issue. In the stochastic approach we consider the application of the weighting method to the initial problem, because this is one of the more widely used generating techniques in deterministic multiobjective programming. We have organised our study according to the kind of stochastic criterion applied to obtain the equivalent deterministic problem. For each criterion, we compare the optimal solutions for the weighted problem, corresponding to the stochastic approach, to the efficient solutions obtained with the multiobjective approach. First, we will look into some of the results of multiobjective programming that will be dealt with in our work.

2. Formulation of the problem and efficient solution concepts

Let us consider the following stochastic multiobjective problem:

$$\text{Min}_{x \in D} z(x, \tilde{c}) = (\tilde{z}_1(x, \tilde{c}), \tilde{z}_2(x, \tilde{c}), \ldots, \tilde{z}_q(x, \tilde{c})).$$  \hspace{1cm} (SMP)

In this problem the objective functions of the problem depend on a vector of continuous random parameters, $\tilde{c}$, defined over a set $E \subset \mathbb{R}^s$. Let us assume a family of events $\mathcal{F}$, i.e., subsets of $E$, and the probability distribution $P$ defined on $\mathcal{F}$, so that for any subset of $E$, $A \subset E$, $A \in \mathcal{F}$, the probability of $A$, $P(A)$, is known. Also, we maintain the hypothesis that the probability distribution, $P$, is independent from the decision variables of the problem, $x_1, \ldots, x_n$. We also assume that the feasible set of the problem, $D \subset \mathbb{R}^n$, is convex and, moreover, is deterministic or has been transformed into its equivalent deterministic using the chance constrained method.

As has been previously pointed out, obtaining efficient solutions for this problem has been hitherto considered from two approaches: the multiobjective approach and the stochastic approach, that we subsequently analyse.

2.1. Multiobjective approach

In this approach, the stochastic objectives are transformed into their equivalents deterministic in accordance with any of the criteria of stochastic programming, obtaining an equivalent deterministic...
multiobjective problem which has a set of efficient solutions which are considered efficient for the original problem. We can define, from this idea, the following concept of efficient solution for problem (SMP):

**Definition 1** *(Expected value efficient solution, White, 1982).* \( \mathbf{x} \in D \) is an expected value efficient solution to the problem (SMP) if it is Pareto efficient to the problem

\[
\min_{\mathbf{x} \in D} (\bar{z}_1(\mathbf{x}), \bar{z}_2(\mathbf{x}), \ldots, \bar{z}_q(\mathbf{x})),
\]

where \( \bar{z}_k(\mathbf{x}) \) is the expected value of the random variable \( \bar{z}_k(\mathbf{x}, \tilde{c}) \), \( k \in \{1, 2, \ldots, q\} \).

Let us now consider the application of the minimum variance criterion to transform the stochastic multiobjective problem into its equivalent deterministic problem. In the multiobjective approach, the application of this criterion gives the following concept:

**Definition 2** *(Minimum variance efficient solution, White, 1982).* \( \mathbf{x} \in D \) is a minimum variance efficient solution to the stochastic multiobjective programming problem (SMP) if it is a Pareto efficient solution to the problem

\[
\min_{\mathbf{x} \in D} (\sigma_1^2(\mathbf{x}), \sigma_2^2(\mathbf{x}), \ldots, \sigma_q^2(\mathbf{x})),
\]

where \( \sigma_k^2(\mathbf{x}) \) is the variance of the \( k \)th objective function, \( k \in \{1, 2, \ldots, q\} \).

Let \( E_{\Delta} \) be the set of efficient solutions to problem (V).

**Definition 3** *(Expected value standard deviation efficient solution).* \( \mathbf{x} \in D \) is an expected value standard deviation efficient solution to the stochastic multiobjective programming problem (SMP) if it is a Pareto efficient solution to the problem

\[
\min_{\mathbf{x} \in D} (\bar{z}_1(\mathbf{x}), \bar{z}_2(\mathbf{x}), \sigma_1(\mathbf{x}), \ldots, \sigma_q(\mathbf{x})),
\]

which includes the expected value and the standard deviation of the problem’s stochastic objective functions.

Let \( E_{E\sigma} \) be the set of expected value standard deviation efficient solutions to problem (SMP).

We will now deal with the application of maximum probability—the minimum risk and Kataoka’s criteria—to stochastic multiobjective programming problems.

Given the problem (SMP), we can apply the minimum risk criterion to each stochastic objective separately. In this case, the DM must fix a priori an aspiration level, \( u_k \), for each stochastic objective function and find the vector \( \mathbf{x} \), in which the probability of the \( k \)th objective function not being greater than the aspiration level fixed is maximum: \( P(\bar{z}_k(\mathbf{x}, \tilde{c}) \leq u_k) \). The separate application of this criterion to each stochastic objective function in the problem (SMP) lead us to the following definition of efficiency:

**Definition 4** *(Minimum risk efficient solution for levels \( u_1, \ldots, u_q \), Stancu-Minasian and Tigan, 1984).* \( \mathbf{x} \in D \) is a vectorial minimum risk solution for levels \( u_1, u_2, \ldots, u_q \) if it is a Pareto efficient solution to the problem

\[
\max_{\mathbf{x} \in D} (P(\bar{z}_1(\mathbf{x}, \tilde{c}) \leq u_1), \ldots, P(\bar{z}_q(\mathbf{x}, \tilde{c}) \leq u_q)).
\]

\( E_{MR}(u) \) denotes the set of efficient solutions to problem (MR(u)).

The second criterion of maximum probability is the Kataoka’s criterion. In this case, we fix a probability for the stochastic objective function, \( \beta_k \), and look for the smaller value \( u_k \) for which we can assert that, given
the fixed probability, the stochastic objective function does not exceed the level. From the application of this criterion to each stochastic objective function in the problem (SMP), we can define the following concept of efficiency:

**Definition 5 (Efficient solution with probabilities $\beta_1, \beta_2, \ldots, \beta_q$ or $\beta$-efficient solution).** Let $x \in D$; $x$ is an efficient solution with probabilities $\beta_1, \beta_2, \ldots, \beta_q$ if there exists any $u \in \mathbb{R}^q$ such that $(x^t, u^t)^t$ is an efficient solution to problem

$$\text{Min}_{x,u} \ (u_1, \ldots, u_q),$$

s.t. $P(\tilde{z}_k(x, \tilde{c}) \leq u_k) \geq \beta_k,$

$k = 1, 2, \ldots, q, \ x \in D.$

The set of efficient solutions with probabilities $\beta_1, \beta_2, \ldots, \beta_q$ for the problem (SMP) is denoted by $E_\beta(\beta) \subset \mathbb{R}^q$.

This concept is no more than a generalisation of the concept introduced by Goicoechea et al. (1982), who set the same probability for all the stochastic objective functions; that is, these authors consider $\beta_k = \beta$, for every $k \in \{1, 2, \ldots, q\}$.

Therefore, each one of these definitions records certain statistical characteristics of the stochastic objectives. The minimum variance criterion provides us with efficient solutions in which the stochastic objectives are more concentrated around their expected value and, for this reason, can be considered a criterion of “not very risky” efficiency. The expected value criterion generates central trend efficient solutions. The combination of both statistical moments leads us to the expected value-standard deviation criterion. The application of these three criteria requires knowing only the expected value and variance of the stochastic objectives and, for this reason, are easily applicable criteria. In fact, the expected value and expected value-standard deviation efficiency are often used in applied works.

The application of these last two definitions, those of maximum probability, presents a difficulty: the need to know the distribution functions of the stochastic objectives and this in general is complex. However, they generate “good” solutions, in terms of probability, and their use requires the collaboration of the DM, who has to fix an aspiration level or a probability for each one of the stochastic criteria. For this reason, we think that these criteria are very suitable for solving stochastic problems in spite of being less used than the previous ones.

In any case we can not forget that all these efficiency concepts are associated with the same initial stochastic problem, which induces one to think of possible relationships between them. Some of these relations are presented in Caballero et al. (2000) and Caballero et al. (2001).

Specifically, in Caballero et al. (2000) the relation between the two concepts of maximum probability is described as we will show in the following theorem and corollary. These results will be used later on.

**Theorem 1** (Caballero et al., 2000). Let us assume that the distribution function of the random variable $\tilde{z}_k(x, \tilde{c})$ is continuous and strictly increasing. Then, $x$ is an efficient solution to problem $(\text{MR}(u))$ if and only if $(x^t, u^t)^t$ is an efficient solution to problem $(\text{K}(\beta))$, with $u$ and $\beta$ such that

$$P(\tilde{z}_k(x, \tilde{c}) \leq u_k) = \beta_k, \ \forall k \in \{1, 2, \ldots, q\}.$$ 

**Corollary 1.** (Caballero et al., 2000)

$$\bigcup_{u \in \mathbb{R}^q} E_{\text{MR}}(u) = \bigcup_{\beta \in B} E_{\text{K}}(\beta),$$

with $B = \{\beta \in \mathbb{R}^q/\beta_k \in (0, 1), k = 1, 2, \ldots, q\}$. 

...
From the results obtained, we can see that the union of the sets of efficient points of both problems coincide. Moreover, if for some fixed probabilities \( \beta = (\beta_1, \beta_2, \ldots, \beta_q)^t \), \( x \in D \) is an efficient solution to problem \((K(\beta))\), we know from Theorem 1 that it is also a minimum risk efficient solution of levels \( u_1, u_2, \ldots, u_q \) and vice versa. Further, the aspiration levels and the probabilities will have the relation established in Theorem 1. This result allows us to perform the analysis of these efficient solutions by either of the two concepts and, from Theorem 1, to obtain the level or the probability for which it is efficient in accordance with the other.

On the other hand, in Caballero et al. (2001), other relations among the five concepts of efficient solution defined in the multiobjective approach are established. The relations stated in the two papers referred to permit these efficient sets to be characterized and establish which efficient criterion is the most appropriate in a specific problem, using as a starting point the preferences of the DM. As each one of these criteria registers some statistical characteristics of the objectives, at first, the sets of the defined efficient solutions are different and apparently not related.

2.2. Stochastic approach

Let us consider again the problem (SMP). In order to obtain efficient solutions to this problem it is also possible to apply first any of the techniques for obtaining efficient solutions used in multiobjective programming which leads, in general, to solve a stochastic programming problem with one objective function which has to be solved next, applying any of the criteria of solution to the stochastic programming. As has been previously pointed out, this order in the transformations has been called in the literature stochastic approach.

Among the existing methods in deterministic multiobjective programming, one of the most important in order to obtain efficient solutions is the weighting method. In this method, a non-negative weight is assigned to each one of the objective functions of the problem. The aim is to minimise the sum of the objective functions of problem (SMP), which is weighted by the weight assigned to it. Let \( \mu = (\mu_1, \ldots, \mu_q)^t \) be the weight vector, \( \mu_k \in \mathbb{R}^+ \). The problem associated with problem (SMP) by the weighting method is the following stochastic programming problem:

\[
\text{"Min"} \bar{f}(x, \bar{c}) = \sum_{k=1}^{q} \mu_k \bar{z}_k(x, \bar{c}).
\]

(S)

In order to solve it, we can apply one of the existing criteria in stochastic programming, e.g., expected value, minimum variance, minimum risk, or Kataoka's criterion. The application of these criteria to the problem (S) would lead us to obtain four different equivalent deterministic problems whose optimal solutions are efficient solutions to problem (SMP). From the previous comments, it can be asked if these efficient solutions maintain some relationship with the efficient solutions previously defined in the multiobjective approach. That is, can a solution which is efficient according to any of these approaches be efficient according to other approach? And, in that case, which one of the two approaches is most appropriate in order to obtain efficient solutions? As we will see in the next section, the answers to these questions are complex although under certain hypothesis it is possible to answer them.

Before studying these questions, we consider it convenient to point out which relationships exist between the efficient solutions of a deterministic multiobjective problem and the optimal solutions to the corresponding weighted problem.

Let us consider the following deterministic multiobjective problem:

\[
\text{Min}_{x \in D}(z_1(x), \ldots, z_q(x))
\]

(P)
and the problem associated with problem (P) by the weighting method:

$$\min_{x \in \mathcal{D}} \sum_{k=1}^{q} \mu_k z_k(x),$$  \hspace{2cm} (P(\mu))

where $\mu = (\mu_1, \ldots, \mu_q)\in \mathbb{R}^+$. The following results, which can be seen in Sawaragi et al. (1985, pp. 70–76) establishes the relationship between the problem’s solution (P(\mu)) and the efficient solutions to problem (P).

**Theorem 2**

(a) Let us assume that functions $z_1, \ldots, z_q$ are convex, and $D$ is a convex set. If $x^*$ is a properly efficient solution for the problem (P), there exists $\mu_1, \ldots, \mu_q$, $\mu_k > 0$ for every $k \in \{1, 2, \ldots, q\}$, such that $x^*$ is the solution to problem (P(\mu)).

(b) If $x^*$ is the solution to problem (P(\mu)), with $\mu > 0$, then, $x^*$ is a properly efficient solution to problem (P).

(c) If $x^*$ is the only solution to problem (P(\mu)), with $\mu \geq 0$, then $x^*$ is an efficient solution to problem (P). If this is not the only one, the solutions obtained for (P) are weakly efficient.

From this theorem, if the convexity of the feasible set and the objective functions is verified, the set of properly efficient solutions to problem (P) can be obtained by simply solving problem (P(\mu)) for all possible values of the vector $\mu$ with strictly positive components. On the other hand, if the convexity condition is not verified, some efficient solutions to the problem (P) might not be obtained by this method. Furthermore, from point (c) of this theorem, if we take weight vectors with some null components—which means that the objective function associated with this component will not be taken into account when solving problem (P(\mu))—we can assert that the solution obtained is efficient only if it is the only solution to (P(\mu)). In any other case, we can only assert that the solutions obtained are weakly efficient.

### 3. Stochastic approach versus multiobjective approach

In order to answer the stated questions about the relationships between the efficient solutions of a stochastic multiobjective problem we solve the weighted problem (S) by means of the following criteria: expected value, minimum variance, minimum risk and Kataoka. In each case, we will compare the efficient solutions obtained using the stochastic approach with some of the efficient solution concepts defined in Section 2.1, corresponding to the multiobjective approach.

#### 3.1. Expected value criterion

Let the problem be (S) and let us consider the expected value criterion in order to solve it. Then we obtain the following equivalent deterministic problem:

$$\min_{x \in D} \tilde{f}(x) = \sum_{k=1}^{q} \mu_k \tilde{z}_k(x),$$  \hspace{2cm} (SE)

where $\tilde{f}(x)$ denotes the expected value of the random variable $\tilde{f}(x) = \sum_{k=1}^{q} \mu_k \tilde{z}_k(x)$.

Thus, if we apply the expected value criterion to problem (S), the resulting problem minimises a linear combination of the expected value of the original problem’s stochastic objective functions, and the coefficients of such a linear combination are no more than the weights assigned to the stochastic objectives in the first stage of the problem resolution.

Therefore, the relationship between problem (E) and problem (SE) is the same as the relationship between any multiobjective problem and its associated weighted problem, which is expressed in Theorem 2.
3.2. Minimum variance criterion

Let us now consider the application of the minimum variance criterion to the weighted problem. Given that the random variable \( f(x, \bar{c}) = \sum_{k=1}^{q} \mu_k \tilde{z}_k(x, \bar{c}) \) is a linear function of the random variables \( \tilde{z}_1(x, \bar{c}), \tilde{z}_2(x, \bar{c}), \ldots, \tilde{z}_q(x, \bar{c}) \), its variance depends on the variances of these random variables and their covariances (see, for example, Hogg and Craig, 1989, p. 177). Thus, we have

\[
\sigma^2(x) = \sum_{k=1}^{q} \mu_k^2 \sigma_k^2(x) + 2 \sum_{k=1}^{q} \mu_k \mu_s \sigma_{ks}(x),
\]

where \( \sigma_{ks}(x) \) denotes the covariance of the random variables \( \tilde{z}_k(x, \bar{c}) \) and \( \tilde{z}_s(x, \bar{c}) \).

Therefore, the variance of the function \( f(x, \bar{c}) = \sum_{k=1}^{q} \mu_k \tilde{z}_k(x, \bar{c}) \) depends not only on the variances of functions \( \tilde{z}_1(x, \bar{c}), \tilde{z}_2(x, \bar{c}), \ldots, \tilde{z}_q(x, \bar{c}) \), but also on their covariances. Thus, if we apply the minimum variance criterion to resolve the problem (S), we obtain the problem

\[
\min_{x \in D} \sigma^2(x) = \sum_{k=1}^{q} \mu_k^2 \sigma_k^2(x) + 2 \sum_{k=1}^{q} \mu_k \mu_s \sigma_{ks}(x). \quad (SV)
\]

We can see that the relationships between a weighted problem and the multiobjective equivalent deterministic problem are not so direct as in the previous case. In order to establish these relationships we differentiate between the case of the covariances of the stochastic objective functions all being zero and the case of some of them not being zero.

If the covariances of the objective functions are zero:

\[ \sigma_{ks}(x) = 0 \text{ for every } k, s \in \{1, 2, \ldots, q\}, \text{ with } k \neq s \text{ and for every } x \in D, \]

then, the problem (SV), resulting from applying the minimum variance criterion to the weighted problem (S), is

\[
\min_{x \in D} \sigma^2(x) = \sum_{k=1}^{q} \mu_k^2 \sigma_k^2(x),
\]

that is, the problem obtained is the same as the one we would have obtained by solving the stochastic multiobjective programming problem using the multiobjective approach, i.e., applying the minimum variance criterion to each stochastic objective function and then, the weighted method to the equivalent deterministic multiobjective problem. Both problems are related as shown by Theorem 2.

The second situation to deal with is the case of the covariances of some stochastic objective functions are non-null. In this case, for each vector \( \mu \in \mathbb{R}^{q+} \), the optimal solution to the problem (SV) does not have to be necessarily minimum variance efficient, as shown in Section 4, where a linear stochastic bi-objective problem is formulated with stochastic objective functions whose covariance is not zero. In this example, we see that if we apply the minimum variance criterion to the weighted problem (S), the solution obtained is not necessarily minimum variance efficient. The only way to ensure efficiency is if the covariances of the objective functions are zero. As we know, the covariance of two random variables measures the dependence between them. In this sense, we know that if two random variables are independent, their covariance is zero. However, and generally speaking, the opposite is not necessarily true. In other words, the fact that the covariance is zero does not necessarily mean that the random variables are independent. Therefore, the application of the minimum variance criterion to the weighted problem reflects to some extent the dependency between the stochastic objective functions.
3.3. Maximum probability criteria

Let us now consider applying the criteria of maximum probability (minimum risk and Kataoka’s) to the weighted problem:

\[
\text{“Min” } \tilde{f}(x, \tilde{c}) = \sum_{k=1}^{q} \mu_k \tilde{z}_k(x, \tilde{c}).
\]  

(S)

In order to apply the minimum risk criterion to this problem, we must fix a value \( u \) (aspiration level of the problem’s objective function) and maximise the probability of the random variable \( \tilde{f}(x, \tilde{c}) = \sum_{k=1}^{q} \mu_k \tilde{z}_k(x, \tilde{c}) \) not exceeding such a value. The equivalent deterministic problem generated is

\[
\max_{x \in D} \mathbb{P} \left\{ \sum_{k=1}^{q} \mu_k \tilde{z}_k(x, \tilde{c}) \leq u \right\}.
\]

Given that \( \tilde{f}(x, \tilde{c}) = \sum_{k=1}^{q} \mu_k \tilde{z}_k(x, \tilde{c}) \) is a function of the \( q \) objective functions for the problem, the choice made for value \( u \) in the previous problem is not a trivial issue. Note that this level must be fixed for the random variable \( \tilde{f}(x, \tilde{c}) = \sum_{k=1}^{q} \mu_k \tilde{z}_k(x, \tilde{c}) \), where this variable is not an objective of the initial stochastic multiobjective programming problem, but has been constructed from it in order to resolve it. Therefore, value \( u \), which in stochastic programming is the aspiration level fixed by the DM for the stochastic objective, no longer has this meaning. This could lead to think that the minimum risk criterion is not applicable to the weighted problem. However, we can decide to determine the value \( u \) from an aspiration level for each objective. In such a case, the DM has to determine an aspiration level, \( u_k \), for each objective function, and level \( u \) is calculated as the addition of the levels fixed by the DM, weighting each level with the weight assigned to the corresponding objective. That is, \( u = \sum_{k=1}^{q} \mu_k u_k = \mu u \). In this way, level \( u \) is set to be a function of the aspiration levels fixed by the DM for each objective function, but weighted according to the significance given to each of them by the weight assigned to each objective. The equivalent deterministic problem is as follows:

\[
\max_{x \in D} \mathbb{P} \left( \sum_{k=1}^{q} \mu_k \tilde{z}_k(x, \tilde{c}) \leq \sum_{k=1}^{q} \mu_k u_k \right). \quad \text{(SMR}(u)\text{)}
\]

On the other hand, if we apply Kataoka’s criterion to the weighted problem (S), the equivalent deterministic problem generated is as follows:

\[
\min_{x,u} \quad u,
\]

\[
\text{s.t. } \mathbb{P} \left( \sum_{k=1}^{q} \mu_k \tilde{z}_k(x, \tilde{c}) \leq u \right) = \beta, \quad x \in D, \quad \text{(SK}(\beta)\text{)}
\]

where \( \beta \) is the probability fixed for the problem. The resolution of this problem determines the lowest \( u \) level the objective function of the weighted problem with probability \( \beta \) can reach. Once again, the question arises whether it is advisable or not to apply this criterion to solve the initial stochastic multiobjective programming problem, because applying this criterion on the weighted problem (S) involves the need to fix a probability for the random variable \( \tilde{f}(x, \tilde{c}) = \sum_{k=1}^{q} \mu_k \tilde{z}_k(x, \tilde{c}) \), and this function is constructed from the stochastic objectives of the initial problem, which, in general, have different characteristics. This fact could call into question the suitability of applying this criterion. As in the minimum risk criterion, in order to fix the probability \( \beta \in (0, 1) \) for the problem (SK(\beta)), we can consider the possibility of asking the DM to fix a probability for each one of the stochastic objectives, \( \beta_k \in (0, 1) \), and, assuming that the weight vector \( \mu \) has
a norm equal to one (in any other case, the weights would have to be normalised), we fix the probability \( \beta \) for problem (SK(\( \beta \))) as

\[
\beta = \sum_{k=1}^{q} \mu_k \beta_k.
\]

Now that we have established a possible way to fix the aspiration levels and the probabilities in the two criteria of the maximum probability, it has to be pointed out that in the two maximum probability criteria the distribution function of the random variables \( \tilde{z}_1(x, \tilde{c}), \ldots, \tilde{z}_q(x, \tilde{c}) \) and \( \tilde{f}(x, \tilde{c}) = \sum_{k=1}^{q} \mu_k \tilde{z}_k(x, \tilde{c}) \) are involved. Determining these distribution functions is not an easy issue, because they depend not only on the probability distribution of \( \tilde{c} \), but also on the vector of the decision variables of the problem, \( x \). This leads to the need to establish additional hypotheses regarding the structure of the problem and the distribution of its random parameters. We will focus on linear objective functions under the simple randomness hypothesis, and the hypothesis of vector normality of random parameters, \( \tilde{c} \).

On the other hand, in order to state the possible relationships between the efficient sets which are obtained in the two approaches, we consider it convenient to remember that, from Theorem 1, the obtained equivalent deterministic problems (SMR(\( u \)) and (SK(\( \beta \))) are, under certain conditions, reciprocal.

This reciprocity between both criteria of maximum probability allows us to carry out a study of the relationships between the problems corresponding to the two different approaches by considering only one of the criteria (either the minimum risk or Kataoka's criteria), and to assert that the same relationships will be verified for the other. As in the two cases we are going to study this reciprocity is satisfied, from now on, the analysis of the relationships between efficient solutions in the multiobjective and the stochastic approaches by the criteria of maximum probability will be made exclusively for efficiency in probability.

3.3.1. The linear simple randomization case

Let us assume that for every \( k \in \{1, 2, \ldots, q\} \) the objective function \( \tilde{z}_k(x, \tilde{c}) \) is linear: \( \tilde{z}_k(x, \tilde{c}) = c_k^l x \), and that all stochastic objective functions depend on the same random variable, \( \tilde{r} \), so that \( \tilde{c}_k = c_k^l + \tilde{r} c_k^r \). Let us also assume that the random variable \( \tilde{r} \) is continuous, its expected value \( \tilde{r} \), and finite variance \( \tilde{r}^2 \), and its distribution function, \( F_\tilde{r} \), is strictly increasing. We finally assume that for every \( x \in D \), and for every \( k \in \{1, 2, \ldots, q\} \), \( c_k^r x > 0 \).

If these hypotheses are verified, the set of efficient solutions with probabilities \( \beta_1, \ldots, \beta_q \) for the initial stochastic multiobjective problem is the same as the following multiobjective problem:

\[
\min_{x \in D} (c_1^l x + F_{\tilde{r}}^{-1}(\beta_1) c_1^r x, \ldots, c_q^l x + F_{\tilde{r}}^{-1}(\beta_q) c_q^r x).
\]

On the other hand, with the stochastic approach, the problem resulting from applying Kataoka's criterion to the weighted problem with probability \( \beta \) is

\[
\min_{x \in D} \sum_{k=1}^{q} \mu_k c_k^l x + F_{\tilde{r}}^{-1}(\beta) \sum_{k=1}^{q} \mu_k c_k^r x.
\]

Once the problems for the two criteria are outlined, we can move on and analyse the relationship existing between the optimal solution for problem (2) and the set of efficient solutions with probabilities \( \beta_1, \ldots, \beta_q \).

From this point onwards, if we compare problems (1) and (2), we note that if we apply the weighting method to obtain efficient solutions for problem (1), we obtain problem (2). In other words, in this case, if we weight the stochastic multiobjective programming problem and apply Kataoka's criterion to it for a probability \( \tilde{r} \), the problem to be solved is the same as if we apply Kataoka's criterion to each objective separately—fixing the same probability for all the stochastic objectives—and apply the weighting method to obtain the efficient solutions for this problem. Therefore, the relationships between these two problems are
the same as for any linear multiobjective problem and its associated weighted problem, as described in Theorem 2.

Furthermore, given the reciprocity between the two maximum probability criteria, these relationships are also verified for problem (SMR(u)), resulting from applying the minimum risk criterion to the weighted problem, and for the set of minimum risk aspiration levels \( u_t, \ldots, u_q \) for the stochastic multiobjective programming problem. Let us explore what happens in the case of normal distribution.

3.3.2. Linear objectives with normal distribution

Let us assume that for every \( k \in \{1, 2, \ldots, q\} \) the objective function \( \bar{z}_k(x, \bar{c}) \) is linear: \( \bar{z}_k(x, \bar{c}) = \bar{c}_k^t x \).

Let \( \bar{c} = (\bar{c}_1, \bar{c}_1^2, \ldots, \bar{c}_q^t)^t = (\bar{c}_1, \bar{c}_{12}, \ldots, \bar{c}_{1n}, \bar{c}_{21}, \bar{c}_{22}, \ldots, \bar{c}_{2n}, \ldots, \bar{c}_{q1}, \bar{c}_{q2}, \ldots, \bar{c}_{qn})^t \). Let us also assume that \( \bar{c} \) is a random vector multinormal with expected value \( \bar{c} = (\bar{c}_1, \bar{c}_1^2, \ldots, \bar{c}_q^t)^t = (\bar{c}_1, \bar{c}_{12}, \ldots, \bar{c}_{1n}, \bar{c}_{21}, \bar{c}_{22}, \ldots, \bar{c}_{2n}, \ldots, \bar{c}_{q1}, \bar{c}_{q2}, \ldots, \bar{c}_{qn})^t \) and variance and positive definite covariance matrix \( V \):

\[
V = \begin{pmatrix}
V_1 & V_{12} & \cdots & V_{1s} & \cdots & V_{1q} \\
V_{12} & V_2 & \cdots & V_{2s} & \cdots & V_{2q} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
V_{ks} & V_{ks} & \cdots & V_{ks} & \cdots & V_{qs} \\
V_{1q} & V_{2q} & \cdots & V_{qs} & \cdots & V_q
\end{pmatrix}.
\]

Let us assume also that \( 0 \notin D \).

If these hypotheses are verified, the solution to the weighted problem (S), using Kataoka’s criterion, is given by the solution to the problem

\[
\min_{x \in D} \sum_{k=1}^{q} \mu_k \bar{c}_k^t x + \Phi^{-1}(\beta) \sqrt{\sum_{k=1}^{q} \mu_k^2 \xi^t V_k x + 2 \sum_{k,k=1}^{q} \mu_k \mu_l \xi^t V_{kl} x},
\]

where \( \Phi \) is the distribution function of the standard normal distribution.

Given that the normal distribution function is strictly increasing and continuous, there still is reciprocity between the optimal solutions for the problem obtained by applying the minimum risk criterion to the weighted problem, and for problem (3) obtained by applying Kataoka’s criterion.

Note that problem (3) can also be expressed as

\[
\min_{x \in D} \sum_{k=1}^{q} \mu_k \bar{z}_k(x) + \alpha \sigma(x)
\]

with

\[
\bar{z}_k(x) = \bar{c}_k^t x, \quad \sigma(x) = \sqrt{\sum_{k=1}^{q} \mu_k^2 \xi^t V_k x + 2 \sum_{k,k=1}^{q} \mu_k \mu_l \xi^t V_{kl} x} \quad \text{and} \quad \alpha = \Phi^{-1}(\beta).
\]

Once problem (4) has been expressed, we consider again the possible existence of a relationship between its optimal solutions and some of the concepts of efficient solution for stochastic multiobjective programming problems. We will relate the optimal solution for problem (4) to the expected value standard deviation efficient solution. The following proposition relates the optimal solution for problem (4), obtained by resolving the weighted problem using Kataoka’s criterion, with the set \( E_{E\sigma} \).
Proposition 1. Let us consider problems (4) and (1). Let us assume that \( \mu \in \mathbb{R}^q \), \( \alpha > 0 \) and that it is verified that \( \sigma_k(x) = 0 \) for every \( k, s \in \{1, 2, \ldots, q\} \), with \( k \neq s \) and for every \( x \in D \). Then, if \( x^* \) is an optimal solution for (4), it is also an efficient solution for \((E\sigma)\).

Demonstration. The demonstration is done by reductio ad absurdum.

Let \( x^* \in D \) be the optimal solution for (4) and let us assume that it is not the efficient solution for \((E\sigma)\). In this case, there is a solution \( x' \) that dominates \( x \), and so, for every \( k \in \{1, 2, \ldots, q\} \):

\[
\tilde{z}_k(x') \leq \tilde{z}_k(x^*) \quad \text{and} \quad \sigma_k(x') \leq \sigma_k(x^*),
\]

and there is at least a \( s \in \{1, 2, \ldots, q\} \) for which the inequality is strict, that is:

\[
\tilde{z}_s(x') < \tilde{z}_s(x^*) \quad \text{or} \quad \sigma_s(x') < \sigma_s(x^*).
\]

Given that \( \mu \in \mathbb{R}^q \), for every \( k \in \{1, 2, \ldots, q\} \) it is verified that

\[
\mu_k \tilde{z}_k(x') \leq \mu_k \tilde{z}_k(x^*), \tag{5}
\]

\[
\mu_k \sigma_k(x') \leq \mu_k \sigma_k(x^*), \tag{6}
\]

and there is at least a \( s \in \{1, 2, \ldots, q\} \) for which

\[
\mu_s \tilde{z}_s(x') < \mu_s \tilde{z}_s(x^*) \quad \text{or} \quad \mu_s \sigma_s(x') < \mu_s \sigma_s(x^*).
\]

From the above expressions we obtain

\[
\sum_{k=1}^{q} \mu_k \tilde{z}_k(x') + \alpha \sqrt{\sum_{k=1}^{q} \mu_k^2 \sigma_k^2(x')} < \sum_{k=1}^{q} \mu_k \tilde{z}_k(x^*) + \alpha \sqrt{\sum_{k=1}^{q} \mu_k^2 \sigma_k^2(x^*)},
\]

and this is contrary to \( x^* \) being the optimal solution for (4).

Therefore, this proposition asserts that if the covariances of the stochastic objective functions of the problem are zero, the optimal solution obtained by applying Kataoka’s criterion on the weighted problem, with strictly positive weights, is an expected value standard deviation efficient solution for the stochastic multiobjective problem, if the value of the parameter \( \alpha \) is strictly positive, that is, if the fixed probability \( \beta \) is greater than 0.5. In any other case, the optimal solution to problem (4) does not have to be the expected value standard deviation as shown in the example below.

Finally, given that in this case there is also reciprocity between the optimal solution for the problem (4) and for the problem obtained by applying the minimum risk criterion to the weighted problem, the results obtained for Kataoka’s criterion can be extrapolated to the minimum risk criterion.

4. Example

Let us consider the following stochastic bi-objective programming problem:

\[
\begin{aligned}
\text{“Min”} & \quad (\tilde{c}_{11}x_1 + \tilde{c}_{12}x_2, \tilde{c}_{21}x_1 + \tilde{c}_{22}x_2), \\
\text{s.t.} & \quad x_1 + 2x_2 \geq 4, \\
& \quad x_1, x_2 \leq 3, \\
& \quad x_1, x_2 \geq 0,
\end{aligned}
\]

with \( \tilde{c} = (\tilde{c}_{11}, \tilde{c}_{12}, \tilde{c}_{21}, \tilde{c}_{22}) \) being a random vector multinormal with expected value \( \tilde{c} = (0.5, 1, 1, 2, 5)^t \) and with positive definite covariance matrix.
In order to illustrate some of the results obtained in this work, we are going to solve this problem using some of the criteria previously considered. Before carrying on, it should be noted that given that the feasible set for this problem is a non-empty, closed and bounded set (see Fig. 3) and, given that the objective functions for the equivalent deterministic problems we will obtain are continuous in this feasible set, we can assert the existence of either optimal or efficient solutions (depending on the case) for them.

We now apply the minimum variance, expected value standard deviation, and Kataoka’s criteria.

(a) Minimum variance criterion: From the data of the problem, the set of minimum variance efficient solutions includes the variances of the stochastic objectives. This set is the segment that joins point A, with coordinates (0.8, 1.6), to point B, with coordinates (2.769231, 0.6153846), in Fig. 3.

On the other hand, if we solve the previous problem by using the stochastic approach, weighting the stochastic objectives with weights $\mu_1$ and $\mu_2$ and then applying the minimum variance criterion, we obtain the problem

\[
\begin{align*}
\text{Min} & \quad (25x_1^2 + 25x_2^2, x_1^2 + 9x_2^2), \\
\text{s.t.} & \quad x_1 + 2x_2 \geq 4, \\
& \quad x_1, x_2 \leq 3, \\
& \quad x_1, x_2 \geq 0,
\end{align*}
\]

which includes the variances of the stochastic objectives. This set is the segment that joins point A, with coordinates (0.8, 1.6), to point B, with coordinates (2.769231, 0.6153846), in Fig. 3.
Min
\[
\mu_1^2(25x_1^2 + 25x_2^2) + \mu_2^2(x_1^2 + 9x_2^2) + 2\mu_1\mu_2(6x_1x_2),
\]
s.t. 
\[
x_1 + 2x_2 \geq 4, \\
x_1, x_2 \leq 3, \\
x_1, x_2 \geq 0.
\]
(8)

If the following weights \(\mu_1 = 0.3, \mu_2 = 0.7\) are used in this problem, we obtain the solution \(x^1 = (1.316375, 1.341812)^t\), which is a minimum variance solution, but, if we fix the weights \(\mu_1 = 0.75, \mu_2 = 0.35\), the solution we obtain is \(x^2 = (0.7302074, 1.634896)^t\), which is a minimum variance dominated solution.

This example shows that if the covariances of the stochastic objectives are not zero, the minimum variance solutions to the weighted problem do not have to be minimum variance efficient, as pointed out in Section 3.

(b) Kataoka’s criterion and expected value standard deviation efficiency: Let us now consider solving the weighted problem by apply Kataoka’s criterion. The resulting problem, for a probability \(\beta\) is

Min
\[
\mu_1(0.5x_1 + x_2)
\]
\[
+ \mu_2(x_1 + 2.5x_2) + \Phi^{-1}(\beta)\sqrt{\mu_1^2(25x_1^2 + 25x_2^2) + \mu_2^2(x_1^2 + 9x_2^2) + 12\mu_1\mu_2x_1x_2},
\]
s.t. 
\[
x_1 + 2x_2 \geq 4, \\
x_1, x_2 \leq 3, \\
x_1, x_2 \geq 0.
\]
(9)

As we have seen in Section 3, if the covariance of the stochastic objective functions is zero and the probability fixed is greater than 0.5, for each vector of weights \(\mu > 0\) the optimal solution for problem (8) is expected value standard deviation efficient; but if either of these two hypotheses is not verified, the previous statement is not necessarily true, as we show next. First, we will relax the first hypothesis and then the second one.

To begin with, it has to be noted that the set of expected value standard deviation efficient solutions for the initial problem is the segment that joins points \(A\) and \(x^5\) in Fig. 3.

Let us consider problem (8) for a probability \(\beta = 0.95\). If the weight vector is fixed at \(\mu = (0.2, 0.8)^t\), we obtain the solution \(x^3 = (2.255366, 0.8723169)\), which belongs to the expected value standard deviation efficient set. However, for the weight vector \(\mu = (0.7, 0.3)\), the solution to the weighted problem is \(x^4 = (0.7559553, 1.622022)\). As shown in the graph, this solution does not belong to the expected value standard deviation efficient set.

On the other hand, let us assume that the covariance of the stochastic objective functions is zero and that they have a normal distribution; that is, we assume that the vector \(\mathbf{c} = (c_{11}, c_{12}, c_{21}, c_{22})^t\) is a random vector multinormal with expected value \(\mathbf{c} = (0.5, 1, 1, 2.5)^t\) and positive definite covariance matrix, \(\mathbf{V}\):

\[
\mathbf{V} = \begin{pmatrix}
25 & 0 & 0 & 0 \\
0 & 25 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 9
\end{pmatrix}.
\]

The set of expected value standard deviation efficient solutions for this problem is the same as for the previous one, but the problem obtained from applying Kataoka’s criterion to the weighted problem for a probability \(\beta\) is now
Min \( \mu_1(0.5x_1 + x_2) + \mu_2(x_1 + 2.5x_2) + \Phi^{-1}(\beta) \sqrt{\mu_1^2(25x_1^2 + 25x_2^2) + \mu_2^2(x_1^2 + 9x_2^2)}, \)

s.t. \( x_1 + 2x_2 \geq 4, \)
\( x_1, x_2 \leq 3, \)
\( x_1, x_2 \geq 0. \) \( \tag{10} \)

As previously shown, for any weight vector, the solutions for this problem are expected value standard deviation efficient solutions, if the probability fixed is greater than 0.5, but this does not necessarily have to be the case if the probability fixed is less than 0.5. Thus, for a weight vector \( \mu = (0.8, 0.2)^t, \) if the probability fixed is \( \beta = 0.4, \) the solution obtained is \( x^5 = (3, 0.5); \) but if the probability fixed is \( \beta = 0.2, \) the solution obtained is \( x^6 = (3, 3), \) which is not expected value standard deviation efficient solution, as shown in Fig. 3.

5. Conclusions

In this paper, it is shown that the achievement of efficient solutions in problems of stochastic multiobjective programming is carried out by combining the techniques of both stochastic programming and multiobjective programming, in a double transformation of the problem. The question we study is if the order in which the transformations are carried out has an influence in the set of efficient solutions, which are obtained. Thus, we pretend to determine which approach is most appropriate for the achievement of efficient solutions of stochastic multiobjective programming problems.

Our study shows that, when among the stochastic objectives there exists a stochastic dependence, the order of transformations can lead to an efficient solution by following a certain order which is a non-efficient solution according to the inverse order.

From this work, we can conclude that the achievement of efficient solutions of stochastic multiobjective programming problems using the stochastic approach, by using the weighted method, is closely linked to problem resolution using the multiobjective approach.

Specifically, the results obtained with the minimum variance criterion and the maximum probability criteria establish that, in order to have a relationship between the optimal solutions for the weighted problem obtained with these criteria, and some of the concepts of efficient solutions defined in the multiobjective approach, it is necessary for the covariances of the objectives to be equal to zero in some cases.

This suggests to some extent that the multiobjective approach “forgets” the possible existence of stochastic dependencies between objectives. Note that the main criticism of the application of the multiobjective approach is that, when obtaining the equivalent deterministic problem, a transformation criterion is applied to each objective function separately. This means that in the resolution of the stochastic multiobjective programming problem, the possible stochastic dependency between the objectives is not taken into account.

The stochastic approach takes into account the dependency between them, even if only partially, in terms of covariance.

In this sense, given that in real situations it can be frequent that there exist stochastic dependences among objectives, we can assert that when these dependences exist, the stochastic approach is more appropriate for the achievement of efficient solutions than the multiobjective approach because it reflects to a certain extent the stochastic and multiobjective nature of the real problem.
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